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Andy Brazier and Nick Wise explain why it’s so important to 
consider real-world situations in risk assessment 

IN THE previous two articles1,2 we have highlighted that 
the various safety study methods available are the tools 
in your toolkit, and you should expect to use them wisely 

to allow you to decide whether risks are as low as reasonably 
practicable (ALARP). This final article in the series illustrates 
how even the fundamental safety principles that we are all 
familiar with (including inherent safety, hierarchy of risk 
controls, continuous improvement and being cautious) have 
to be applied sensibly when deciding whether overall risks 
are ALARP; and why it is so important to consider real-world 
situations.

Inherent safety
We have, as an industry, been aware of inherent safety since 
the 1970s, thanks to a great extent to the late Trevor Kletz. 
Although he says that he did not develop the original idea, it is 
very clear that he did a great deal to advance and promote it to 

the point today where it is widely accepted as a fundamental 
safety concept3.

When we look back at the intervening decades, there has 
been an expansion in the use of engineering risks controls, 
particularly safety instrumented systems (SIS). This appears to 
be at odds with the principles of inherent safety, which Kletz 
summarised with the following concepts4:

• “What you don’t have, can’t leak.”
• “People who are not there can’t be killed.”
• “The more complicated a system becomes, the more

opportunities there are for equipment failure and
human error.”

The best time to consider inherent safety is very early in a new 
project (typically, the concept phase). This may give you the 
impression that after this stage, and particularly once a system 
is operational, the opportunity has been missed. There may be 
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fewer options available but it should still be considered as part 
of safety studies performed later in projects, when planning 
modifications, revalidation of safety reports/cases and when 
identifying actions following an incident investigation3. Also, 
the principles can be applied for routine work, for example 
by reducing stored inventories and when preparing plant for 
maintenance.

Inherent safety can often be viewed as a binary outcome 
- either fully achieved or not at all. Certain hazards may be
integral to your process, so there is no viable option to elimi-
nate them, and you may assume that inherent safety does not
apply unless you are prepared to completely change business.
This is not the case.

Cer tain h az ards may be  integral  to you r pr ocess, 
so th ere is  no vi ab le opti on  to elim inate th em, 
and you  may  assum e th at i nher ent safe ty do es 

not app ly un less you  are pr epared to compl etely 
chang e busine ss.  This  i s not th e case

Understanding the ‘gap’ between current arrangements and 
the inherently safe solution can be particularly useful, espe-
cially when deciding what additional risk controls should be in 
place. If the gap is large, there will be a high reliance on add-on 
risk controls. In many cases, the gap may be quite small or only 
exist for certain modes of operation (eg plant startup).  

Whilst you should be looking for opportunities to apply 
inherent safety at all times, eliminating or reducing your 
immediate risks may only mean that they are transferred 
elsewhere. For example, choosing to not make a product, to 
eliminate a hazard, may simply mean that production is moved 
to another site, possibly in another country3. The alternative 
may apply lower safety standards. Also, risks from transport 
will have increased. This does raise some complex societal risk 
conundrums, which you may think are not your responsibility. 
You may be able to argue that continuing local manufacturing 
is the inherently safer option because you have better control of 
the risks. This highlights why inherent safety cannot be seen as 
a simple, binary decision. 

Hiera rchy of  ri sk  con tro l
The hierarchy of risk control (see Figure 1) is another funda-
mental safety concept. Controls at the top of the hierarchy are 
generally more reliable. Controls at the bottom of the hierar-
chy are generally easier to implement once a system has been 
designed or is in operation, but are less effective. 

There are clear overlaps at the top of the hierarchy (elimi-
nation and substitution) with inherent safety. This is a useful 
reminder that you have multiple approaches when evaluating 
risks and making clear-cut distinctions between them is neither 
necessary nor helpful3. One important difference is that inherent 
safety can reduce risk by reducing potential consequences and 

likelihood. Other controls are mostly concerned with reducing 
likelihood.

The principles behind the hierarchy of risk control are 
very sound, but may give you the impression that you only 
need to consider administrative controls and mitigation if you 
cannot implement effective engineered controls. In reality, 
all engineered controls have their limitations. You should be 
considering risk controls from all parts of the hierarchy when 
deciding if risks are ALARP. 

One of the arguments for discounting operational controls 
and mitigation is that they are vulnerable to human error. 
Hardware controls appear to be more reliable, but can only 
be relied on for the situations they are designed for. Human 
performance can vary dramatically and so people can appear to 
be less reliable. However, this is also a benefit because it allows 
people to deal with the variability of the real world, including 
non-routine, unplanned and unexpected situations.

Con tinuous imp rov em ent
The Plan-Do-Check-Act (PDCA) cycle is standard in many 
management systems. It can imply that you should always be 
doing something to improve safety. This may encourage you to 
keep adding more risk controls, especially if your organisation 
has not defined a level of risk that is considered to be broadly 
acceptable. 

It is difficult to argue with the underlying principle of 
continuous improvement but it has limits. If effective controls 
are already in place, the risk reduction achieved by adding more 
will be negligible, and knock-on effects and unintended conse-
quences may actually result in increased overall risk. 

As an example, the introduction of digital control systems 
allowed more alarms to be added at minimal cost. The result 
was that operators became overloaded with nuisance alarms, 
which detracted them from proactively operating the system 
and identifying and dealing with problems early.

The answer has to be to have the right controls in place, 

figure 1: hieraRchy of controls
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recognising their strengths and weaknesses. You should continu-
ously review your risks to confirm they are still ALARP, but do not 
feel pressurised into adding or changing controls just to prove you 
are applying continuous improvement.

Being cau tious in  assessme nts
No one wants to be considered reckless where safety is a concern. 
Surely it is much better to be cautious and have a system that is 
safer than it needs to be? This may lead you to take the worst cases 
for both consequence and likelihood when using a risk assess-
ment matrix, inputting a greater hazardous event frequency when 
performing LOPA or taking a pessimistic view of the reliability of 
every risk control measure applied. However, this can force you 
into adding controls that are not really required in order to satisfy 
perceived risk targets.

Cauti on can r esult in  risk aversi on wher e the 
objective becomes the avoidance of all  known risks 

Caution can result in risk aversion where the objective becomes the 
avoidance of all known risks (see Figure 2). This can have imme-
diate and significant impacts on business because the cost of 
safety will quickly spiral. However, risk aversion can lead to poor 
management of risks in practice. People may feel compelled to 
circumvent systems to get the job done or they lose the ability to 
deal with risks effectively.

There is no harm in taking a cautious approach as long as 
you acknowledge and record it as such, and the outcome is a 
sensible set of risk controls. However, be prepared to chal-
lenge additional controls resulting from overly-cautious 

assessments if these appear unreasonable based on your 
engineering judgement and experience. 

Fai li ng  to re cog ni se r eal-worl d issue s
Safety studies can only consider a fairly limited snapshot of a 
system and its operation. The real world throws up a lot of chal-
lenges. These can mean that your nicely-designed controls are not 
as effective as you assume. This is important when making sure 
overall risks are ALARP. 

Steady-state production may be the most common mode of 
operation but is usually lower risk than others (ie a disproportionate 
number of process accidents occur during startup and shutdown5). 
Controls set up for steady state can often be problematic for other 
modes. For example, plant startup may require SIS to be overrid-
den and cause a high number of process alarms. These reduce the 
effectiveness of the controls and increase operator workload. 

You need to consider the real world when deciding if risks are 
ALARP. When you factor in requirements for engineered controls 
to be maintained, inspected and tested, and the effect they can 
have on your operation when they fail, you can understand why 
inherent safety is so important; but also why you need good oper-
ational controls and mitigation as a backup.

P utting th is  into practi ce
Table 1 gives you an idea of how you can use the findings from safety 
studies and other inputs including operational experience to make 
your judgement about whether risks are ALARP. You may want to 
use it at key stages in projects and routinely for an operating plant 
(possibly every five years when revalidating a safety report/case). 
The example from the first article in this series is used to illus-
trate – a heater fired by natural gas with three coils operating in 
parallel, handling process gas.

Conclusions
The aim of this series of three articles was to remind you that 
you have a responsibility to make sure risks are ALARP. Carrying 
out safety studies and following fundamental safety principles in 
isolation will not do this for you. Ultimately you should make your 
own judgement about whether risks are ALARP, and be prepared 
to defend it.

Over the last couple of decades we have seen a proliferation of 
add-on engineered controls (particularly SIS). This is partly due to 
developments in technology; but often they have been installed as 
a result of actions from safety studies. Unfortunately, we have not 
seen the same developments in the application of inherent safety. 
Also, the increased availability of engineered controls may have 
removed incentives to improve operational controls and mitigation, 
even though we instinctively know they make a great contribution 
to the control of risks. 

For overall risks to be ALARP, the controls in place have to cover 
all modes of operation and every eventuality. Your judgement needs 

figure 2: Being cautious can lead to bad decisions
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to take into account information from many different sources 
including safety studies and operational experience (yours and 
others). You need to accept that risks exist and continually review 
how you control them. Having more controls does not necessarily 
mean lower risk. Ultimately you have to become skilled at under-
standing risk and how it is controlled in practice. 

Andy Brazier AMIChemE is Consultant at AB Risk; Nick Wise CEng 
FIChemE is Business Support Manager at SSE Thermal

Refer ences
1. Brazier, A, and Wise, N, What Safety Studies Have You Got on
Your Menu?, TCE 958, April 2021, https://bit.ly/3vJUapM.
2. Brazier, A, Risk: Tools of the Trade, TCE 959, May 2021, https://
bit.ly/2SxshmA.
3. Brazier, A et al, 2021, Trevor Kletz Compendium, Elsevier.
4. Kletz, T, 1991, Plant Design for Safety - A User Friendly Approach,
Hemisphere Publishing.
5. BP Process Safety Series 2006, Safe Ups and Downs for Process 
Plants, IChemE.

Table 1: example of how to use findings from safety studies
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